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ABSTRACT: Molecular dynamics simulations were performed to study
the self-assembly of a spherical complex through metal−ligand
coordination interactions. M6L8, a nanosphere with six palladium ions
and eight pyridine-capped tridentate ligands, was selected as a target
system. We successfully observed the spontaneous formation of
spherical shaped M6L8 cages over the course of our simulations, starting
from random initial placement of the metals and ligands. To simulate
spontaneous coordination bond formations and breaks, the cationic
dummy atom method was employed to model nonbonded metal−ligand interactions. A coarse-grained solvent model was used
to fill the gap between the time scale of the supramolecular self-assembly and that accessible by common molecular dynamics
simulation. The simulated formation process occurred in the distinct three-stage (assembly, evolution, fixation) process that is
well correlated with the experimental results. We found that the difference of the lifetime (or the ligand exchange rate) between
the smaller-sized incomplete clusters and the completed M6L8 nanospheres is crucially important in their supramolecular self-
assembly.

■ INTRODUCTION

Over the past decade, extensive studies have been done on
coordination cages that are formed by the complexation of
transition-metal ions with exomultidentate ligands.1,2 For
example, 12 palladium ions (M) and 24 pyridine-capped
banana-shaped ligands (L) are reported to self-assemble into a
coordinated nanosphere (M12L24) in polar solvents.3 These
nanospheres could be used as functional molecular capsule
materials.4 Moreover, this M12L24 nanosphere further self-
assembles into monolayered hollow, spherical, vesicle-like
structures.5 Such self-assembly of many subunits into a giant
supramolecule can be a model system to study complex self-
organizations in nature, for example, the capsids of spherical
viruses consist of 60 T (T is called the triangulation number)
identical protein subunits.6 The capsid is the protein coat
encasing the viral genome, and its near-spherical shape (with
icosahedral symmetry) is important because it provides a
maximal cavity for a given surface area. In both the spherical
complex and the viral capsid systems, their formations are self-
limiting, which is significantly different than the self-assembly of
crystals that can, in principle, grow without limits.7 Under-
standing the mechanism of this supramolecular self-assembly is
crucially important for designing bioinspired nanosphere
materials.
Motivated by the inherent difficulty of direct visualization of

evolving capsid assemblies, molecular dynamics (MD)
simulations have been applied.7−11 In these simulations,
individual protein subunits and the interactions between them
are highly simplified in various fashions. Compared to the viral

capsid systems, the spherical complex systems are composed of
far simpler molecules and facilitate more direct modeling. This
may contribute to a reduction in the ambiguity that arises from
a wide range of possible modeling strategies. Despite this
advantage, MD simulation has not been applied to the spherical
complex assembly to the best of our knowledge. In this study,
we report the first MD application to this problem.
Herein, we focus on one of the simplest examples of the

spherical complex, M6L8, a nanosphere of octahedral symmetry
with six palladium (Pd) ions and eight tridentate ligands (ligand
1 in Figure 1).12 The M6L8 complex can be readily formed from
a 4:3 mixture of ligand 1 and Pd(NO3)2 in dimethyl sulfoxide
(DMSO) at 90 °C. The formation process was directly
monitored by nuclear magnetic resonance spectroscopy in
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Figure 1. Pyridine-capped tridentate ligand 1.
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DMSO-d6 solvent, which shows the completed complexation
reaction within 5 min.12 Additionally, no peaks other than those
due to the M6L8 complex were observed, which establishes the
monodisperse assembly and remarkable thermodynamic
stability of the complex. The structure of M6L8 was determined
by X-ray diffraction (XRD),12 which reveals that the six Pd(II)
occupy the apexes of the octahedral array and that the trigonal
faces of the octahedron are capped by the tripodal nonplanar
ligand 1 in a truncated fashion, leading to a near-spherical
shape.
Even in this simple case, the self-assembly time scale would

be far beyond the accessible time scale of common MD
simulations. We therefore need to speed it up to fill the gap
between the simulations and the real reaction systems. By
applying the coarse-grained solvent model that is described in
the next section, Model and Methods, we succeeded in
observing a spontaneous formation of the spherical-shaped
M6L8 cages over the course of the simulations, which were
started from random initial placement of the metals and ligands.

■ MODEL AND METHODS
First, the metal−ligand coordination interaction was modeled. Various
methods have been proposed to model the coordination of metal ions
and ligands.13 For example, the bonded model uses covalent bonds
between metal ions and coordinating sites of ligands to maintain the
specific symmetry of the coordinations. For our purposes, this bonded
model did not apply because we wanted to simulate spontaneous
coordination bond formations and breaks over the course of the
simulations. In this case, we applied a nonbonded model that
maintains the coordination with the electrostatic and van der Waals
interactions. More specifically, we applied the cationic dummy atom
(CaDA) model, which has previously been applied to zinc complex
proteins.14 The zinc CaDA model uses four identical dummy atoms
that are tetrahedrally attached to the zinc ions and transfers the atomic
charge of the zinc divalent cation evenly to the four dummy atoms.
Akin to this zinc model, the Pd(II) CaDA model uses four identical
dummy atoms coplanarly attached to the Pd, as shown in Figure 2.
The Pd−dummy distance was defined (as 0.09 nm) to reproduce the
averaged Pd−N distance from the XRD study12 (full detail of the
Pd(II) CaDA model can be found in a Supporting Information). The
metal−ligand binding in the Pd(II) CaDA model is purely electrostatic
and too simple to represent the real coordination interaction.

However, we applied this simple CaDA approach, since we aimed to
propose the minimum model for the M6L8 self-assembly.

For ligand 1, we applied the flexible united-atom model with the
exception that all of the bond-stretching degrees of freedom were
constrained to the equilibrium bond lengths. For the inter- and
intramolecular interactions, a general AMBER force field15 was used in
combination with CH and CH2 united-atom parameters from a
reoptimized united-atom force field.16 Some torsional potentials
related to the united atoms that maintain the tripodal nonplanar
shape of ligand 1 were assigned to the rather high potential barrier
ones in the AMBER improper torsional potentials. This is because we
found that the flexibility of this tripodal shape interferes with (slows
down) the formation of the M6L8 nanosphere. Restrained electrostatic
potential (RESP) charges,17 obtained using ab initio molecular orbital
calculations with the B3LYP/6-31G(d) level in the Gaussian03
program,18 were used for the atomic charges of the ligand.

Next, we will explain the method we used to speed up the assembly
process of the model metal−ligand system in solution. As in the
Introduction, we must introduce the methods used to accelerate the
assembly process to fill the time scale gap between the real and
simulated systems. In this study, we accelerate assembly of metals and
ligands by treating the solvent implicitly as a continuum medium.
There are various kinds of implicit solvent models.19 Here, we apply a
combination of three methods, i.e., Langevin (stochastic) dynamics,
reaction fields, and coarse-grained potentials. To account for the
dynamic effects of the solvent molecules, Langevin dynamics (LD),20

which adds a friction and random force to the conventional MD, was
applied. To represent the electrostatic effects of the solvent, the
generalized reaction field method,21 which extends the “classical”
reaction field method to ionic systems, was used. In this method, the
relative dielectric constant beyond the distance parameter for the
complete neutralization (screening) can be separately specified as the
far-field value εrf from the near-field value εr. Similar to the
electrostatic effects, van der Waals interactions between the ligands
are also screened by the solvation to effectively be short-range
repulsive ones. We apply a Weeks−Chandler−Andersen (WCA)
potential22 for this short-range repulsive potential. The WCA potential
truncates at the repulsive part of the common Lennard-Jones potential
and shifted as follows:
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where rij is the distance between the atoms and ε and σ are Lennard-
Jones potential parameters. Such combinations of the Coulomb
interaction with an effective dielectric constant and the WCA potential
interaction are used as a simple implicit solvent model in the ionic
system study.23 AMBER15,16 values were used for ε and σ in the ligand
model. For Pd atoms, these parameters were taken from the
literature.24

To realize the M6L8 self-assembly within the available computa-
tional time, we should enhance the probability of coordination
formation between the Pd(II) ions and the ligands. Inclusion of the
nitrate (NO3

−) counterions reduces this probability since these would
compete with the ligands for the Pd(II) ions. Then we first modeled
the system without the nitrate ions to enhance the probability and
then to accelerate the simulated self-assembly. We will show the results
with including the nitrate ions in the later section. Without the nitrate
ions, charge neutrality of the simulation system is not fulfilled. For this
reason, we did not apply Ewald-like methods that usually require
charge neutrality of the system but applied the generalized reaction
field method.

Trajectories were produced using the MD program package
GROMACS (version 4.0.7)25 with modification of the nonbonded
interaction routine to employ the WCA potential described above. LD
time integration was done with the leapfrog stochastic dynamics
integrator26 and LINCS bond constraint27 with the time step of 5 fs.

Figure 2. Pd(II) model using CaDA and M6L8 nanosphere. The
Pd(II) CaDA model uses four identical dummy atoms that are
coplanarly attached to the Pd ions and transfers the atomic charge of
the Pd(II) cation evenly to the four dummy atoms.
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Charge group-based twin-range 0.65 nm van der Waals and 1.4 nm
electrostatic cutoff distances28 were applied to nonbonded inter-
actions. In contrast to the common setting for the latter value (1.4
nm),29 the former value (0.65 nm) is rather short compared to the
common one because we utilized the short-ranged WCA potential.
The far-field relative dielectric constant in the generalized reaction
field method, εrf, was specified as 47.0 for the DMSO solvent setting.29

The simulation temperature was maintained by coupling to a
stochastic thermostat with a time constant τt = 0.1 ps via LD. The
LD friction coefficient for each atom is specified as the GROMACS
default value, i.e., mass/τt.
The GROMACS molecular topology file for the ligand 1 and CaDA

Pd(II) models with the atomic charge assignments that help reproduce
the simulation in this study are found in the Supporting Information.
The topology file for ligand 1 was created with the help of the program
“acpype’’30 as the interface to the automatic atom-type bond-type
perception program “antechamber’’31 and then modified to use the
CH and CH2 united atoms.
By using the models and methods described above, we checked the

thermodynamic stability of the M6L8 structure obtained from the XRD
study.12 We were convinced that the coordinated nanosphere was kept
stable at the experimental temperature of 90 °C with our simulation
model (as the snapshot after the 10 ns LD run shows in Figure 2).

■ RESULTS AND DISCUSSION
We first tried a relatively small system to clarify the acceleration
factors in the MD simulation, using the model in the previous
section. The initial structure was made by random placement of
24 Pd(II) and 48 ligand 1 models (which corresponds to four
M6L8 nanospheres) in the cubic simulation box with a volume
of (20 nm)3, as shown in Figure 3. The initial concentration is

the factor that affects the formation process of the M6L8
nanosphere, i.e., a long time free diffusion occurred when the
initial concentration was too low, and a highly random
aggregation occurred when it was for too high. The
concentration of the Pd(II) ions and ligands in the initial
structure described above was chosen by trial and error and is
about 1/234 of that in the M6L8 crystal state,

12 but a far higher

concentration than that of the experimentally prepared solution
(0.01 mol/L).
There are many other factors that could affect the formation

rate of the spherical complex. As previously mentioned, the
conformational rigidity of the ligand’s tripodal shape is one
factor. Temperature is surely another factor, but we set it to the
experimental condition, i.e., 90 °C (363 K). Herein, we focus
on the parameter that controls the metal−ligand coordination
interactions, i.e., the near-field relative dielectric constant εI.
The far-field relative dielectric constant, εrf, was specified as
47.0 for the DMSO solvent, as described in the previous
section. Application of this value (εr = 47) for even short
distance (near-field) charge−charge interactions is clearly
inadequate because this means there is as many DMSO
molecules (as like continuum medium) between these short
distance separated charges. However, common choice for the
near-field εr = 1, which corresponds to the vacuum, was also
inadequate in this study, because this completely neglects
pseudoligand effect of the DMSO solvent. A polar solvent, such
as DMSO, could behave like a ligand, where the resulting
metal−solvent interaction enhances the metal−ligand exchange
probability. This pseudoligand effect of the polar solvent could
be parametrized as the enlarged εr than one that corresponds to
the vacuum.
We compare the results with three different near-field

dielectric constants, εr = 1.0, 2.5 and 4.0, all starting with the
same initial configuration. Snapshots after the 250 ns LD runs
are shown in Figure 4 for these three εr settings. Among these,
the complete M6L8 nanosphere formation during the same 250
ns LD simulation was only observed with εr = 2.5. For all six
Pd(II) within this completed nanosphere, time variations of the
coordination numbers (judged from the distance between Pd
and ligand-nitrogen atoms with the threshold of 0.27 nm)32 of
each Pd(II) are shown in Figure 5. The time evolutions in this
figure can be divided into three stages: The period up to 50 ns
was characterized in rather monotonic increase of coordination
numbers by metal−ligand assembly (an assembly stage). The
subsequent period, between 50 and 80 ns, was characterized by
frequent coordination exchange via tentative coordination of
more than four that evolves from a rather randomly assembled
cluster to a near-spherical shape (an evolution stage). In the last
period, above 80 ns, the coordination numbers were almost
fixed to four, and the nanosphere was stable (a fixation stage).
These simulated three-stage process in Figure 5 corresponds
well to the stages explained in the experimental study.33

We then compare the time evolutions of the ligand exchange
rates of the three cases, εr = 1.0, 2.5, and 4.0. We define the
ligand exchange rate as the number of metal−ligand pair
alterations over a specified time period, τ (taken here to be 10
ns), and then averaged over all of the pairs in the system. The
evaluated rates vs time are shown in Figure 6. In this figure, the
broken line corresponds to the exchange rates of the six Pd(II)
ions within the completed nanosphere (instead of all the Pd(II)
ions) for the LD run with εr = 2.5. The broken plot clearly
corresponds to Figure 5, i.e., the exchange rate increased in
stage 2 (50−80 ns) and then steeply (more than 2 orders of
magnitude) decreased to a very small exchange rate value in
stage 3 (above 80 ns). We think this large rate difference
between the completed nanosphere (in stage 3) and the
incomplete clusters (in stage 2) corresponds to the large
experimental exchange rate difference between the M12L24
nanosphere and a fractional tetramonodentate model com-
plex.33 The exchange rate constants themselves are much larger

Figure 3. Initial structure made by random placement of 24 Pd(II)
and 48 ligand 1 models (which corresponds to four M6L8
nanospheres) in the cubic simulation box with a volume of (20 nm)3.
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(ca., 0.1−10 ns−1 in Figure 6) in our simulation model than
those in experimental report (ranging from ms−1 to days−1 in
ref 33). The real process will depend on both the diffusivity of
the fragments in the DMSO solution and the ligand exchange
rate. We think the acceleration in our current model was
realized by not the fastened diffusivity but the enhanced ligand
exchange rates described above. Actually, we found that the
diffusion constants in the implicit solvent model with the LD
(this study) and those in the explicit DMSO model34 solvents
with the ordinary MD are the same order. Moreover, the
dependence of the diffusivity on the simulated self-assembly
was diminished in our study because of the much enhanced
initial system concentration than that of the real experimental
system.
From the results described above, we believe that our

accelerated simulation correctly follows the self-assembly
process of the real reaction systems when we properly select
the simulation parameters, e.g., εr. This εr can be regarded as a
parameter that scales the metal−ligand binding energy, because
Coulomb potentials, qiqj/(4πεrij), are the only source of the
(metal−ligand) attractive interactions. In the current model,
the three state process was seen with εr = 2.0−2.5. In contrast,
the exchange rate was very large when εr = 4.0, and the
coordination bonds tend to break before the dimers grow into
larger clusters, i.e., clustering rate limiting. When εr = 1.0, the
Pd(II)−ligand binding energy is relatively strong; thus, it takes
a rather long time to break and exchange the coordination
bonds to develop new conformers, i.e., breaking rate limiting.
Here, we reconsider the effects of the nitrate counterion

inclusion that was discussed in the previous section. For this,
we prepared the initial structure with adding 48 nitrate ions at
random positions in the structure shown in Figure 3. Fot the
nitrate ion model, we applied the model used in Thomas et al.
(the parameter set B without polarizability).35 From this initial
structure, we did the corresponding LD run to the case with εr
= 2.5 in Figure 4. We found that even after a 250 ns LD run, the
ligand distribution did not altered much from the initial random
one, and no M6L8 self-assembly was seen in contrast to the case
with εr = 2.5 in Figure 4. This occurred because the nitrate ions
compete with the ligands for the Pd(II) ions and then interfere
with the formation of the M6L8 nanosphere, as expected in the
previous section’s discussions. With regarding the above results
and also that there is no strong evidence which shows the active
role of the nitrate ions in the M6L8 self-assembly process, we

Figure 4. Snapshots after the 250 ns LD runs with setting εr = 1.0 (left), 2.5 (center), 4.0 (right). An enlarged image of a completed nanosphere is
additionally shown in the central case.

Figure 5. Time variations of the coordination numbers of the six
Pd(II) within the completed M6L8 nanosphere. Each of the six plots is
vertically shifted for clarity. Snapshots at the simulation time of 50, 55,
and 80 ns are additionally shown in the figure.

Figure 6. Time variations of the ligand exchange rates for the LD runs
with εr = 1.0, 2.5, and 4.0. The broken line corresponds to the
exchange rates of the six Pd(II) ions within the completed nanosphere
(instead of all the Pd(II) ions) for the LD run with εr = 2.5.
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kept omitting the nitrate counterions from our model in the
followings.
Next, we enlarged the system size to see the cluster size

distribution during the nanosphere formation. A system eight
times larger than the previous one (with 192 Pd ions and 256
ligand models which corresponds to 32 M6L8 nanospheres) was
made by doubly stacking the MD cells in each of the X,Y,Z
directions. A random initial structure was made with a 50 ns
high-temperature (473 K) LD run with uncharged Pd(II)−
CaDA models (i.e., only repulsive interactions exist within the
system). Then the LD run with the original Pd(II)−CaDA
model (with the setting εr = 2.5) was performed for 1 μs at the
temperature of 363 K, as previously used. Cluster size
distributions were analyzed based on the ligand−metal
coordination bondings from the simulated trajectories.
Figure 7a shows the ligand cluster size distributions as a

function of time, where the vertical axis corresponds to the
mass fractions. Here, a ligand cluster size of 8 corresponds to
the completed M6L8 nanosphere, and a size of <8 corresponds
to the incomplete ones. As shown in this figure, the
distributions equilibrated to the broad peak around cluster
size six from the initial 100% monomer distribution. The
number of clusters of size 8 (again, corresponds to the
completed M6L8 nanosphere) were limited to 6, compared to
32 in a perfect assembly. These results imply that the smaller-
sized (<8) clusters were not short-lived enough and prevented
the formation of complete M6L8 nanospheres until monomers
are released by the cluster breakup. We should therefore see a
much larger difference in the ligand exchange rate (in other
words, lifetime) between the smaller-sized clusters and the
M6L8 nanospheres than appears in the current simulation. In
Figure 6, we found that the exchange rates differed by >2 orders
of magnitude between the incomplete clusters (in stage 2) and
the completed nanosphere (in stage 3). However, the rate
difference does not seem to be enough for the monodisperse
nanosphere formation. Indeed, a factor of ∼105 half-life time
(which is inversely proportional to the ligand exchange rate)
difference is reported between the fractional model complex
and the M12L24 nanosphere.

33 A similar large orders of lifetime
(exchange rates) difference would then be required between
the smaller-sized clusters and the M6L8 nanospheres. To
confirm this, we did the simulation with forced breakup of the
clusters below ligand cluster size six to shorten lifetime of these
smaller-sized clusters. The forced breakup was done by
switching off the coordination interaction with uncharged
Pd(II)−CaDA models for a short period (50 ps) at regular
intervals (5 ns). We borrowed this method from the capsid
growth study.7 Resultant time evolution of ligand cluster
distributions is shown in Figure 7b. In this simulation, the
forced breakup of the smaller-sized clusters was switched on
after the time of 0.5 μs. Then, the cluster size distributions were
shifted to form the equilibrated peak around eight, the M6L8
nanosphere as shown in Figure 7b. In this case, up to 17 M6L8
nanospheres were completed after 1 μs LD runs as seen in the
final snapshot, as in Figure 8.
The result above shows that we have to incorporate a

physical process (instead of the forced breakup in above) to
enlarge the lifetime difference. One possible candidate would be
the incorporation of an explicit atomistic solvent applied in the
capsid growth study.36 This study reported that the solvent
presence aids cluster breakup without subassemblies needing to
collide directly. The breakup may help to shorten the lifetime of
the smaller-sized imperfect clusters relative to that of the

completed nanospheres. Figure 7c shows the corresponding
result with the additional incorporation of 96 explicit solvent
atoms (with the CH united-atom type) to the first (Figure 7a)
case.37 Completed M6L8 nanospheres were increased to 15
from 6 in Figure 7a.

■ CONCLUSION
We successfully simulated self-assembly of the spherical
complex M6L8 in the distinct three-stage process that is well
correlated with the experimental results.33 We found that the
difference in the lifetimes (or the ligand exchange rates) of the
smaller-sized incompleted clusters and the completed M6L8
nanospheres is crucially important in this self-assembly.

Figure 7. Ligand cluster size distributions as a function of time. The
vertical axis corresponds to the mass fractions. (b) In the middle case,
the forced breakup of the smaller-sized clusters were switched on after
the time of 0.5 μs. (c) In the lower case, an explicit atomistic solvent
was additionally incorporated to the first (a) case.
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The result above corresponded well to the findings in the
highly simplified model study of the virus capsid growth.36 In
the icosahedral capsid model with 20 capsomers (subunits),
lifetimes of a cluster sized <19 were considerably shorter than
those of the complete icosahedral shells with proper attraction
parameter settings. These characteristics of the size−lifetime
relations, which are accomplished by growth reversibility in the
assembly process (i.e., the breakup is even more likely than the
growth in the smaller-sized clusters), are pointed out as crucial
factors of the capsid self-assembly.36 We found the same
importance through much more direct (realistic) modeling
than with the capsid model and completely different
intersubunit interactions from those in the capsid model.

The correspondence above strongly supports the general
importance of the marked lifetime difference and the growth
reversibility in supramolecular self-assembly. As a specific
feature of the system in this study, we found the crucial
importance of the solvent model in the supramolecular self-
assembly through metal−ligand coordination interactions. An
investigation of a more appropriate solvent model to further
improve speedup of the monodisperse nanosphere formation is
underway.
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